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Introduction

Capabilities of LLMs

Large Language Models (LLMs) have demonstrated emergent capabilities in
various aspects:

Generation: translation, summary, composition, · · ·

Question answering

Mathematics

Coding

Reasoning, Planning, Decision-making, · · ·
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Introduction

Autoregressive Transformers

Most LLMs follow the autoregressive design paradigm [Radford et al., 2019,
Brown et al., 2020, OpenAI, 2023, Zhang et al., 2022, Touvron et al., 2023,
Chowdhery et al., 2022, Rae et al., 2021, Scao et al., 2022].

Main idea: various tasks can
be uniformly treated as
sequence generation problems.

The input along with the task
description can be together
encoded as a sequence of
tokens, called the prompt.

The answer is generated by predicting subsequent tokens conditioned on the
prompt in an autoregressive way.
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Introduction

Chain of Thought Prompting (CoT)
Crucial for tasks involving math or reasoning [Wei et al., 2022, Kojima et al.,
2022, Suzgun et al., 2022, Nye et al., 2022, Wies et al., 2023].
Two typical triggering methods:
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Introduction

Questions Regarding CoT

How can we theoretically understand the power of CoT generation?

How can these prompts trigger the CoT generation? Can we design better
prompting strategies to further exploit the power of LLMs?

How can CoT emerge in LLMs trained over massive data?

We focus on the first aspect by answering two central questions:

Are there indeed inherent limitations of LLMs in directly solving
math/reasoning tasks (without CoT)?

What is the essential reason behind the success of CoT in boosting the
performance of LLMs?

Bohang Zhang (Peking University) Chain of Thought 2023.6.8 7 / 34
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Preliminary

Autoregressive Transformers

Input: a sequence of tokens s of length n.

Initial embedding: X(0) = [v1 + p1, · · · , vn + pn]
⊤ ∈ Rn×d, where

▶ each input token si is converted to a d-dimensional vector
vi = Embed(si) ∈ Rd;

▶ pi ∈ Rd is the positional embedding.

Propagation: L Transformer blocks follow, each of which transforms the
input by

X(l) = X(l−1) + Attn(l)(X(l−1)) + FFN(l)
(

X(l−1) + Attn(l)(X(l−1))
)
,

▶ Attn(l) is a multi-head self-attention layer;
▶ FFN(l) is a 2-layer feed forward network with GeLU activation.

FFN(l)(X) = σ(XW(l)
1 )W(l)

2 .
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Preliminary

Autoregressive Transformers

Multi-head self attention:

Attn(l)(X) =

H∑
h=1

softmax
(

XW(l,h)
Q (XW(l,h)

K )⊤ + M
)

XW(l,h)
V W(l,h)

O ,

▶ The matrix M ∈ {−∞, 0}n×n is a causal mask defined as Mij = −∞ iff i < j.
This ensures that each position i can only attend to preceding positions j ≤ i.

Output: X(L)
n,: ∈ Rd is used to predict the token sn+1 (via a softmax

classifier).

Autoregressive generation: By concatenating sn+1 to the end of the input
sequence s, the above process can be repeated. The process continues
iteratively until a designated End-of-Sentence token is generated.
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.
.
.

.

.
.
.

.

.
.
.

.

.
.
.

.

.
.
.

.

.
.
.

.

.
.
.

.

.
.
.

.

.
.
.

.

.
.
.

.

CoT is the Key to Solving Math Problems

Index

1 Introduction

2 Preliminary

3 CoT is the Key to Solving Math Problems

4 CoT is the Key to Solving General Problems

5 Experiments

Bohang Zhang (Peking University) Chain of Thought 2023.6.8 11 / 34



.
.
.

.

.
.
.

.

.
.
.

.

.
.
.

.

.
.
.

.

.
.
.

.

.
.
.

.

.
.
.

.

.
.
.

.

.
.
.

.

CoT is the Key to Solving Math Problems

Motivation

Transformer-based LLMs exhibit surprising math abilities in various aspects
[OpenAI, 2023, Bubeck et al., 2023].

Can we gain insights into their power in fundamental math tasks?

We consider two tasks: arithmetic and equation, which serve as elementary
building blocks in solving complex real-world math problems.

Two setup:
▶ Directly generate the answer;
▶ Generate a complete CoT solution.
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CoT is the Key to Solving Math Problems

Illustration using GPT4

Two different ways to prompt GPT4: “[Direct]” means directly generating the
answer, and “[Chain]” means generating intermediate steps.
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Arithmetic: Direct
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Arithmetic: Chain of Thought
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Linear Equation: Direct
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Linear Equation: Chain of Thought
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CoT is the Key to Solving Math Problems

Problem Formulation

We consider a simplified setting where all numbers are integers ranging from
{0, · · · , p − 1} and arithmetic operations are performed in the finite field
modulo p (p is a prime number).

Arithmetic(n, p): the task of
evaluating arithmetic expressions
(modulo p), where the input
length is bounded by n.

Equation(m, p): the task of
solving linear equations (modulo
p) with no more than m variables.
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CoT is the Key to Solving Math Problems

Log-precision Transformer

We consider a practical setting called the log-precision Transformer.

Intuitively, it refers to a Transformer whose internal neurons can only store
floating-point numbers within a finite O(log n) bit precision where n is the
maximal length of the input sequence.

Example: 16/32 bits machine precision v.s. a maximal sentence length of
2048 in GPT.

Why log-precision? It implies that the number of values each neuron can take
is polynomial in the input length, which is both reasonable and a necessary
condition for representing important quantities like positional embedding.
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CoT is the Key to Solving Math Problems

Negative Results

Theorem
Assume TC0 ̸= NC1. For any prime number p, integer L, and any polynomial Q,

there exists a problem size n such that no log-precision autoregressive
Transformer with depth L and hidden dimension d ≤ Q(n) can directly solve
the problem Arithmetic(n, p).
there exists a problem size m such that no log-precision autoregressive
Transformer with depth L and hidden dimension d ≤ Q(m) can directly solve
the problem Equation(m, p).

Our theorems imply that in order to directly output the answers, the size of
the model will grow super-polynomially in the input length for both problems.
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CoT is the Key to Solving Math Problems

Key Insight: Circuit complexity

TC0 and NC1 are two standard computation complexity classes, and it is
widely believed that TC0 ⊊ NC1:

NC0 ⊊ AC0 ⊊ TC0 ⊂ NC1 ⊂ P ⊂ NP.

A pure Transformer represents a class of shallow circuits with complexity
upper bounded by TC0.

On the other hand, we prove that the complexity of both math problems
above are lower bounded by NC1 by applying reduction from NC1-complete
problems:

▶ Boolean Formula Evaluation Problem
▶ Automaton Membership Testing

Take away: the reason is not due to the (serialized) computational cost of
these problems but rather to their parallel complexity!
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CoT is the Key to Solving Math Problems

How About generating a CoT solution?

Theorem
Fix any prime p. For any integer n > 0, there exists an autoregressive Transformer
with constant hidden size d (independent of n), depth L = 5, and 5 heads in each
layer that can generate the CoT solution for all inputs in Arithmetic(n, p).
Moreover, all parameter values in the Transformer are bounded by O(poly(n)).

Theorem
Fix any prime p. For any integer m > 0, there exists an autoregressive Transformer
with constant hidden size d (independent of m), depth L = 5, and 5 heads in each
layer that can generate the CoT solution for all inputs in Equation(m, p).
Moreover, all parameter values in the Transformer are bounded by O(poly(m)).
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CoT is the Key to Solving Math Problems

Insights into the Proof

Our proof reveals the significance of several key components in the
Transformer design:

▶ One attention head can perform the following two basic operations:
(conditional) copy and (conditional) reduction.

▶ Multi-head attention can perform multiple copy/reduction operation in parallel.
▶ The MLP can perform multiplication, linear transformation, conditional

selection, and look-up table.
▶ Residual connection can reserve the history information.

We use these basic operations to form parallel algorithms that solve both
math tasks.
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CoT is the Key to Solving Math Problems

Discussions

The polynomial upper bound of parameters guarantees that the construction
can be implemented using log-precision.

These CoT derivations are purely written in a readable math language
format, largely resembling how human write solutions.

▶ In a broad sense, our findings provide evidence that LLMs have the potential to
convey meaningful human thoughts through grammatically precise sentences.

How can LLMs equipped with CoT bypass the impossibility results?
▶ This can be understood via the effective depth of the Transformer circuit.
▶ Employing CoT creates dependency between output tokens and leads to a

significantly deeper circuit with depth proportional to the length of the CoT
solution, yielding an expressivity far beyond TC0.
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CoT is the Key to Solving General Problems

CoT Can Implement Dynamic Programming

We next switch our attention to a more general setting beyond mathematics.

We find that LLMs with CoT are theoretically capable of emulating a
powerful decision-making framework: Dynamic Programming (DP).

Basic idea of DP: breaking down a complex problem into a series of small
subproblems that can be tackled in a sequential manner.

The decomposition ensures that there is a significant interconnection
(overlap) among various subproblems, so that each subproblem can be
efficiently solved by utilizing the answers (or other relevant information)
obtained from previous ones.
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CoT Can Implement Dynamic Programming

Key concepts in DP:
▶ State space I equipped with a partial ordering ≺
▶ Transition function T:

dp(i) = T (i, s, {(j, dp(j)) : j ≺ i}) ,

This paper considers a restrcited setting

dp(i) = f
(
i, sg1(i), · · · , sgJ(i), dp(h1(i)), · · · , dp(hK(i))

)
,

▶ Aggregation function A:

A ({(i, dp(i)) : i ∈ I}, s) = u (□i∈Adp(i)) ,
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DP Examples

Longest Increasing subsequence

Edit Distance
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CoT is the Key to Solving General Problems

CoT Can Implement Dynamic Programming

We prove that autoregressive Transformers can generate the DP reasoning chain
in the following format:

input 1 | · · · | input N | (i1, dp(i1)) . . . (i|I|, dp(i|I|)) final answer

Theorem (Informal)
Consider a DP problem satisfying some regularity assumptions. For any integer
n ∈ N, there exists an autoregressive Transformer with constant depth L, hidden
dimension d and attention heads H (independent of n), such that the answer
generated by the Transformer is correct for all input sequences s of length no
more than n. Moreover, all parameter values are bounded by O(poly(n)).
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CoT is the Key to Solving General Problems

Impossibility Results

Many DP problems are intrinsically hard to be solved by a bounded-depth
Transformer without CoT.

One celebrate example is the Context-Free Grammar (CFG) Membership
Testing, which tests whether an input string belongs to a pre-defined
context-free language.

Theorem
Assume TC0 ̸= P. There exists a context-free language such that for any depth L
and any polynomial Q, there exists a sequence length n ∈ N where no
log-precision autoregressive transformer with depth L and hidden dimension
d ≤ Q(n) can generate the correct answer for the CFG Membership Testing
problem for all input strings of length n.

Therefore, CoT significantly improves the expressiveness of LLMs, allowing
them to solve even P-complete problems.
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Experiments: Length Extrapolation
Trained on data with number of operators less than 16, and test on longer
samples.
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Future Work

How do prompts influence the CoT generation?

How to understand the role of model size played in CoT generation quality
[Wei et al., 2022]?

How can CoT emerge in LLMs trained over massive data?
▶ Generalization: it may be an important direction for theoretically studying how

LLMs can generalize from CoT demonstrations (even in the out-of-distribution
setting, e.g., length extrapolation).

▶ Data: how can models learn CoT solutions when there are only limited CoT
demonstrations in training (or even purely from direct datasets)?

Designing better architectures to solve complex problems without resorting to
CoT generation

▶ Incorporating memory?
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Thank You
Our paper can be found at

https://arxiv.org/abs/2305.15408
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